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Abstract —
This paper addresses the problem of test pattern generation
for single stuck-at faults in combinational circuits, under the
additional constraint that the number of specified primary
input assignments is minimized. This problem has different
applications in testing, including the identification of don’t
care conditions to be used in the synthesis of Built-In Self-
Test (BIST) logic. The proposed solution is based on an
integer linear programming (ILP) formulation which builds
on an existing Propositional Satisfiability (SAT) model for
test pattern generation. This ILP formulation is linear on the
size of the original SAT model for test generation, which is
linear on the size of the circuit. Nevertheless, the resulting
ILP instances represent complex optimization problems,
that require dedicated ILP algorithms. Preliminary results on
benchmark circuits validate the practical applicability of the
test pattern minimization model and associated ILP algo-
rithm.

1. Introduction

Automatic test pattern generation (ATPG) for stuck-at faults
in combinational circuits is now a mature field, with an
impressive number of highly effective models and algo-
rithms [5, 6, 9-12]. (A more comprehensive bibliographic
review of recent ATPG algorithms can be found in [3].) Fur-
thermore, besides being effective at detecting the target
faults, recent ATPG tools have aimed the heuristic minimi-
zation (i.e. compaction) of the total number of test patterns
required for detecting all faults in a circuit [2, 9, 10]. In gen-
eral, the degree of test pattern compaction is expected to be
related to the number of unspecified input assignments in
each test pattern. Moreover, recent work on using determin-
istic test patterns for the synthesis of Built-In Self-Test
(BIST) logic [2] also motivates the computation of test pat-
terns for which the number of unspecified primary input
assignments is minimized. Indeed, if the test set is used as
input to a logic synthesis tool with the purpose of synthesiz-
ing BIST logic, then by maximizing the number of unspeci-
fied input assignments, i.e. by maximizing the don’t care set
of each test pattern, the logic synthesis tool is in general able
to yield smaller synthesized logic. Thus the maximization of
the don’t care set of each test pattern, or conversely, the
computation of test patterns of minimum-size, can have sig-
nificant practical consequences.
Nevertheless, there exists no model or algorithm in the liter-
ature for computing test patterns for which the number of
unspecified primary input assignments is maximized.
Accordingly, the main objective of this paper is to propose a
first attempt at solving this problem. We develop a new

model for test pattern generation, based on propositional sat-
isfiability (SAT), in the presence of unspecified input assign-
ments. Afterwards, we derive an integer linear programming
(ILP) model for maximizing the number of unspecified pri-
mary input assignments. Finally, we provide results for the
IWLS’89 [7] and ISCAS’85 [1] benchmarks that justify
using the proposed model in medium to large size combina-
tional circuits. Besides its practical applicability, to our best
knowledge this is the first formal non-heuristic model and
algorithm towards computing minimum size test patterns.1

2. Model and Algorithm

In this section we briefly outline the integer optimization
model for computing minimum-size test patterns. The main
steps for constructing the model are as follows [3]:

1. The first step is to represent circuits and fault
detection problems using Conjunctive Normal
Form (CNF) formulas. In this paper, the model
of [11] is assumed but the models of [5, 12] could
also be used.

2. The next step is to develop a CNF model in which
variables can have unspecified assignments. Notice
that solving SAT requires that all variables must be
specified. Consequently, a dedicated formal model
was developed. (This model is detailed in [3].)

3. Afterwards, we apply the resulting CNF model to
the representation of circuits and fault detection
problems.

4. We can then map the resulting CNF into an ILP
model. This step is straightforward, since clauses
can always be viewed as algebraic inequalities.

5. Finally, we specify the cost function of the resulting
integer optimization model so that the total number
of specified assignments is minimized.

It can be shown that the proposed ILP model is indeed cor-
rect [3]. Furthermore, this model has a search space of

, hence significantly larger than the search space
for plain fault detection. As a result dedicated ILP algo-
rithms, targeted at highly constrained ILPs, have been
developed [8]. These algorithms are built on top of Proposi-
tional Satisfiability (SAT) algorithms, that are specifically
targeted at solving highly constrained instances of SAT.

1. This problem was addressed before by S. Hellebrand
et al. in [4] but using a completely heuristic approach
not based on a formal model.
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3. Experimental Results

The model described in the previous section has been inte-
grated in a test pattern generation framework for the compu-
tation of minimum size test patterns referred to asMinimum
Test Pattern generator(MTP), which uses the SAT-based
ILP algorithm of [8] and the fault simulator provided with
ATALANTA [6]. Table 1 contains the results for the
IWLS’89 [7] and ISCAS’85 [1] benchmarks for both ATAL-
ANTA [13] and MTP. (In all cases MTP was run with a
bound on the amount of search allowed. This allows MTP to
identifying acceptable solutions, which in some cases are
not optimal.) For each benchmark, all faults were targeted in
order to allow for a meaningful comparison between the two
algorithms. Columns #PI, #F, #R and #A denote, respec-
tively, the number of primary inputs, faults, redundant faults
and aborted faults. %X denotes the percentage of don’t care
bits; ∆ denotes the variation in the don’t care bit percentage
from ATALANTA to MTP; %Op denotes the percentage of
faults for which MTP was able to find the minimum-size test
pattern. Finally, sec/fault denotes the average time spent by
MTP on each fault. (Circuits marked with * indicate that
MTP was run with a lower bound on the amount of search
allowed, thus reducing the average CPU time per fault).

Circuit #PI #F

ATALANTA MTP

#R #A %X #R %X D
%
Op

sec/
fault

9symml 9 752 2 0 1.4 2 8.9 7.5 100 2.04

cht 47 820 0 0 93.6 0 94.2 0.6 98 1.00

cm138a 6 124 0 0 16.7 0 16.7 0.0 100 0.02

cm150a 21 232 0 0 68.4 0 71.0 2.6 100 1.55

cm163a 16 220 0 0 70.7 0 72.8 2.1 100 0.28

cmb 16 248 0 0 29.6 0 30.0 0.4 100 0.07

comp 32 480 1 0 24.0 1 39.6 15.6 2 10.64

comp16 35 960 0 0 30.7 0 32.9 2.2 4 13.66

cordic 23 342 0 0 30.7 0 40.2 9.5 37 6.28

cu 14 262 7 0 53.0 7 57.1 4.1 100 0.14

majority 5 54 0 0 8.5 0 8.5 0.0 100 0.01

misex1 8 224 0 0 49.8 0 54.4 4.6 100 0.17

misex2 25 422 0 0 73.5 0 75.8 2.3 100 0.20

mux 21 202 0 0 67.3 0 75.8 8.5 100 0.94

pcle 19 328 0 0 73.3 0 74.9 1.6 99 0.45

pcler8 27 400 0 0 78.1 0 79.2 1.1 98 1.97

c432 36 524 3 1 56.2 4 64.1 7.9 2 27.04

c499 41 758 8 0 17.1 8 19.5 2.4 0 33.71

c880 60 942 0 0 82.2 0 85.6 3.4 40 22.34

c1355 41 1574 8 0 13.3 8 15.2 1.9 0 64.86

c1908 33 1878 8 0 44.7 8 50.9 6.2 1 73.44

c2670 233 2746 97 20 92.0 117 93.0 1.0 25 83.46

c3540* 50 3425 134 0 74.6 134 77.3 2.7 15 16.81

c5315* 178 5350 59 0 92.6 59 92.9 0.3 14 9.34

c6288* 32 7744 34 387 22.2 34 22.5 0.3 1 37.22

c7552* 207 7550 77 181 86.9 131 89.4 2.5 4 17.48

Table 1: IWLS’89 and ISCAS’85 results

Note that column #A is not included for MTP because no
faults were aborted.
As can be observed, the proposed algorithm, MTP, allows
the identification of minimum-size test patterns and hence it
yields a significantly smaller number of specified input
assignments. From the above results we can conclude the
following:
• For some circuits the heuristics used by ATALANTA are

extremely effective, and MTP can be used to formally
show that.

• Whenever the main goal is maximizing the number of
don’t care bits, then MTP can be run on top of
ATALANTA, thus in general allowing for further
reductions in the number of specified bit assignments.

4. Conclusions

In this paper we introduce a new integer optimization model
for computing minimum-size test patterns. Experimental
results validate the practical applicability of the model.
Additional research work includes developing more effec-
tive ILP algorithms and applying the proposed model and
algorithm in BIST logic synthesis.
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