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Abstract—This work presents a study about FPGA intercon-
nections and evaluates their effects on voltage-mode binary and
quaternary FPGA structures. FPGAs are widely used due to the
fast time-to-market and reduced non-recurring engineering costs
in comparison to ASIC designs. Interconnections play a crucial
role in modern FPGAs, because they dominate delay, power and
area. The use of multiple-valued logic allows the reduction of
the number of signals in the circuit, hence providing a mean
to effectively curtail the impact of interconnections. The most
important characteristic of the results are the reduced fanout,
fewer number of wires and the smaller wire length presented
by the quaternary devices. We use a set of arithmetic circuits
to compare binary and quaternary implementations. This work
presents the first step on developing quaternary circuits by
mapping any binary random logic onto quaternary devices.

I. INTRODUCTION
Interconnections are becoming the dominant aspect of the

circuit delay for state-of-the-art circuits due to the advent
of deep sub-micron technologies (DSM). This fact is even
more significant with each new technology generation [1]. In
DSM technologies, the gate speed and density scaling follows
Moore’s law. On the other hand, the interconnection resistance-
capacitance product increases in each technology node, leading
to an increase of network delay.

Interconnections play an even more crucial role in Field
Programmable Gate Arrays (FPGA), because they not only
dominate the delay, but they also have aggressive impact on
power consumption [2] and area [3].

Multiple-valued logic (MVL) has received increased atten-
tion in the last decades because of the possibility to represent
the information with more than two discrete levels. Represent-
ing data using a MVL system is more effective than the binary-
based representation, because the number of interconnections
can be significantly reduced, with major impact in all design
parameters: less area dedicated to interconnections; more
compact and shorter interconnections, leading to increased
performance; lower interconnect switched capacitance, and
hence lower global power dissipation [4].

MVL has been successfully accomplished in flash mem-
ories [5], for example, where a single memory cell can
hold different logic values. Some combinational circuits such
as adders [6] and multipliers [7], as well as programmable
devices [8] were also proposed.

The main drawback of these previous systems is that they
are based on current-mode devices. These circuits present

successful improvements in reducing area, but their exces-
sive power consumption and implementation complexities has
prevented, until now, MVL systems from being a viable
alternative to standard CMOS designs.

Recently, a technique to support voltage-mode MVL circuits
was proposed in [9]. This technique uses a standard CMOS
process that deals specifically with the power dissipation
problem, and still maintains the logic compaction allowed
by MVL. The proposed circuits intend to reduce the number
of interconnections present in existing binary-based systems,
without incurring on power consumption penalties.

The benefits of this new MVL implementation technique
were considered for application in the reconfigurable domain.
A new lookup table (LUT) structure was proposed in [10]
where the information is represented by quaternary values. A
new quaternary logic cell was presented and results demon-
strate interesting area and power reductions in comparison to
equivalent binary structures.

In this work we show the first approach to tackle the
challenge of low power and high density FPGAs, by evaluating
the impact of the interconnections in binary and quaternary
LUTs. By using quaternary connections one is able to reduce
the number of wires and switches, thus reducing area and
power consumption of FPGAs.

We have used a set of arithmetic circuits as case study to
validate our experiments due to the possibility to manually
generate, place and route them.

This paper is organized as follows. Section II discusses the
differences between binary and quaternary implementations of
lookup tables. Section III presents details about the modeling
of interconnections. Section IV shows how the arithmetic
circuits were implemented. Experimental results are presented
in Section V. Finally, Section VI concludes the paper and
outlines future works.

II. BINARY AND QUATERNARY LUTS

General Lookup Tables (LUT) are basically memories,
which implement a given logic function. Values are initially
stored in the lookup table structure, and once inputs are
applied, the logic value in the addressed position is assigned
to the output. The capacity of a LUT is given by

|C| = n× bk (1)
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(a) 4-input BLUT. (b) 2-input QLUT. (c) Equivalent QLUT us-
ing binary functions.

Fig. 1: Binary (BLUT) and quaternary (QLUT) lookup tables
and the quaternary function.

where n is the number of outputs, k is the number of inputs
and b is the number of logic values. For example, a 4-input
binary lookup table with one output is able to store 1×24 = 16
Boolean values. For the purpose of this work, only 1-output
LUTs (n = 1) are discussed in this paper.

A. Preliminaries

A binary function implemented by a Binary Lookup Table
(BLUT) is defined as f : Bk → B, over a set of variables X =
(x0, · · · , xi, · · · , xk−1), where each variable xi represents a
Boolean value. The total number of different functions |F |
that can be implemented in a BLUT with k input variables is
given by

|F | = b|C| (2)

where b = |B| (i.e. b = 2 in the binary case). Figure 1(a)
illustrates a binary function where k = 4. Thus, a lookup table
with 4 inputs can implement one of |F | = 65, 536 different
binary functions.

Quaternary functions are basically generalizations of binary
functions. A quaternary function implemented by a quaternary
lookup table (QLUT) is defined as g: Qk → Q, over a set of
quaternary variables Y = (y0, · · · , yi, · · · , yk−1), where the
values of a variable yi, as the values of the function g(Y ),
can be in Q= {0, 1, 2, 3}. As in the binary case, the number
of possible function in QLUTs is given by (2), where b = 4.
In the case of QLUTs 2 inputs, that have the same capacity
of 4-input BLUTs, the number of quaternary functions that
can be represented is about 4.29× 109 for a QLUT with only
two inputs, which is much larger than the BLUT. Figure 1(b)
illustrates a 2-input quaternary function implemented in a
QLUT.

Note that the function g(Y ) performs exactly the same func-
tion as the two binary BLUTs, f0(Y ) and f1(Y ), as depicted in
Figure 1(c), where f0 represents the least significant Boolean
values and f1 represents the most significant ones.

Since a quaternary variable y is capable of representing
twice as much information as a binary variable x, we consider
the cardinality of |Q| = 2× |B| in our experiments. In other
words, we assume that two binary variables can be grouped in
order to represent a quaternary variable. Such grouping aims
at reducing the total number of connections and the number
of gates as well.

B. Lookup Tables Implementation

In this work, binary and quaternary lookup tables were
implemented by a set of multiplexers, such as presented in [10]

(a) 4-input BLUT.

(b) 2-input QLUT.

Fig. 2: Binary and quaternary lookup tables implementation.

and illustrated in Figure 2.
Figure 2(a) shows a binary 4-BLUT implementation (b =

2, |X| = k = 4, |C| = 16) where xi ∈ X are the inputs,
ci ∈ C form the lookup table configuration and z is the output.
The BLUT is composed of four stages as a consequence of the
number of inputs. Multiplexers are responsible for propagating
configuration values to the BLUT output. The multiplexers are
composed of pass gates, which receive selection signals from
the four BLUT inputs and associated inverters.

A quaternary lookup table (QLUT) follows the same struc-
ture as the BLUTs. However, Down Literal Circuits (DLCs)
structures determine which configuration value must be propa-
gated to the output [9]. Figure 2(b) illustrates the implementa-
tion of a 2-input QLUT (b = 4, |Y | = k = 2, |C| = 16). As in
the binary case, ci ∈ C are the lookup table configuration
values, yi ∈ Y are the inputs and w is the output. Due
to the quaternary representation, each multiplexer has four
configuration inputs, therefore only two multiplexer stages are
required.

The DLCs (gray triangles 1, 2 and 3 in Figure 2(b)) have
structures similar to inverters (with 1 PMOS and 1 NMOS
transistor). Transistors in each DLC circuit have modified
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TABLE I: DLCs behavior according to the input value.
Input 1 (light gray) 2 (gray) 3 (dark gray)

0 3 3 3
1 0 3 3
2 0 0 3
3 0 0 0

Vth values in order to allow the switching at different input
voltages. This way, the 3 DLC circuits work as a thermometer
system. For each DLC the output values are ‘0’ (GND) or ‘3’
(VDD), but the switching occurs on different voltage levels,
according to the logic value applied to their inputs. Table I
shows the DLC output logic values as function of the inputs.

Transistors used in the implementation of the DLCs present
different threshold voltages (Vth), to allow the desired behav-
ior. It is important to highlight that standard CMOS technology
is used in the whole QLUT. Only the DLC structures are
composed of 6 transistors with different threshold voltages
(3 PMOS and 3 NMOS). The quaternary multiplexers are
composed of transistors with the same Vth than the ones used
in the binary multiplexers.

III. INTERCONNECTIONS

A general FPGA structure is composed by a fully pro-
grammable network connecting Configurable Logic Blocks
(CLB), IOs, and other FPGA components. In order to increase
the efficacy of the FPGA routing, different types of inter-
connections are implemented. For example, Xilinx Spartan-3
FPGAs [11] presents four types of interconnects: long lines,
hex lines, double lines and direct lines.

A technique for modeling and analysis of FPGA intercon-
nects are presented in [12], [13]. Using these techniques,
we modeled the FPGA interconnections as distributed RC
networks using the Predictive Technology Model (PTM) pa-
rameters [14] for a 45nm technology.

A. Impact of interconnects in the FPGA performance

One important drawback of the quaternary LUT, when
compared with the binary LUT, is the increased propagation
delay. Nevertheless, as quaternary LUTs do provide smaller
wires due to the reduction in the number of lookup tables
used to implement circuit functions, there are some margin
for some performance gains. For this reason, we performed an
experiment where we connected two BLUTs and two QLUTs,
and evaluated the obtained delay.

The goal of this experiment was to detect the point where
the delay in quaternary devices outperforms the binary devices,
due to the reduction in the connection lengths. Interconnec-
tions were modeled as simple RC networks.

Figure 3 shows the results obtained from this experiment
where the normalized delay of the binary circuit in comparison
with the delay of quaternary circuit for different wire length
reduction. The quaternary implementation obtains gains over
the binary one when the wire length connection of the quater-
nary device is smaller than ∼80% of the binary connection.
In other words, results show delay gains in the quaternary

Fig. 3: Effects of wire lengths on the delay of the quaternary
devices.

implementation, when the wire length is at least 22% smaller
than the binary implementation.

Fanout is another relevant point when determining the delay
of a device because it directly affects the load capacitance.
The fanout is also expected to be smaller in the quaternary
circuits due to the inherent information compaction present in
the quaternary logic.

B. Tile Size

In order to determine a more realistic interconnection size,
we have to define the FPGA tile size (i.e., size of CLB +
interconnection matrix). We defined the tile size by taking
into account the work presented in [13], and tailoring it to
a 45nm technology [14]. In our experiments we use a tile
with 80µm of side. Since we do not have yet layout level
implementations and the number of MOS devices is basically
the same for both implementations, we will be assuming the
same tile size for binary and quaternary devices. Note that
considering identical tile sizes we are able to evaluate the
effects of the interconnections on the FPGA performance with
more accuracy.

IV. ARITHMETIC CIRCUITS AS A CASE STUDY

Logic blocks in modern FPGAs are not composed only of
LUTs. Additional logic to accelerate the carry propagation and
multiplier structures are also present in order to improve the
efficacy of FPGAs. In our experiments, CLBs are considered
as composed only by LUTs, and they are connected to each
other through the optimal set the previous mentioned types of
interconnect lines.

We choose arithmetic circuits in our experiments because
of the possibility to manually design the quaternary circuits.
These circuits allow the evaluation of the interconnection
effects in binary and quaternary implementations.

A. Synthesis & Mapping

For binary logic, the synthesis of the arithmetic circuits
was performed by describing the circuits in BLIF format and
using the Berkeley ABC tool [15] to perform the synthesis
and technology mapping.

For the quaternary logic, the circuits were manually gener-
ated based on previous binary implementations, so that 4-input
binary functions were grouped in pairs in such a way that 2-
input quaternary functions are generated. Note that, as far as
we know, there are no available tools able to map circuits in
quaternary FPGAs.

871



TABLE II: Experimental results of some arithmetic circuits in the binary and quaternary FPGAs.
Ckt Binary Quaternary Gain (%)

Area Power M. Freq. WL Fanout Area Power M. Freq. WL Fanout Area Power M. Freq. WL
FA16 0.23 33.1 10.5 102 2 0.10 14.1 12.6 80 1 56.5 57.4 16.7 21.6
FA32 0.41 48.3 5.3 102 2 0.23 18.3 6.3 80 1 43.9 62.1 15.9 21.6
FA64 0.92 71.4 2.4 106 2 0.41 25.3 3.1 80 1 55.4 64.6 22.3 24.5

Average gain for the full adders 51.9 61.3 18.3 22.5
MUL4 0.23 14.0 8.57 351 3.4 0.16 9.9 16.21 166 2 30.4 29.3 47.1 52.7
Units are Area in µm2, Power in µW , Maximum frequency (M. Freq.) in MHz and Average wire length (WL) in µm.

B. Placement and Routing (P&R)

The placement of the LUTs was manually performed in the
FPGA structure, a procedure that is relatively straightforward
for arithmetic circuits given its regular structure. The routing
was accomplished through a greedy algorithm that evaluates
the best way to connect the LUTs. After the routing, connec-
tions are converted to RC networks, as explained in Section III.

V. EXPERIMENTAL RESULTS

Table II shows the experimental results, obtained from
the comparison between binary and quaternary circuits. Our
experiments were realized using full adders (FA) with 16,
32 and 64 bits, and a 4-bit multiplier. Once the circuits
were generated, the P&R was performed as explained in
Section IV-B. Power consumption and delay were obtained
through Cadence UltraSim [16] simulation. Maximum fre-
quency was obtained through the analysis of the critical path
and power consumption is the result of 512 random generated
inputs vectors.

Results show an important reduction on power consump-
tion of 61.3% for full adders and 29.3% for the multiplier,
for the quaternary circuits when compared to their binary
counterparts. The frequency was increased by 18.3% in the
implementation of adders in the quaternary FPGA, but near
50% in the multiplier. While the critical path is significantly
smaller for the quaternary multiplier, the power consumption
reduction is not so significant as in the full adders because
we are not very effective in grouping binary signals to form
quaternary ones, as in the full adders.

These interesting gains presented in the results are explained
by the fact that both wire length and fanout were significantly
smaller in the quaternary circuits when compared to the binary
circuits. The average wire length (WL) is 22.5% smaller in
the full adders and 52.7% in the multiplier. Furthermore, the
average fanout in the multiplier reduced from 3.4 to 2 gates,
which implies a smaller load capacitance to the QLUTs.

VI. CONCLUSION

This work presents important advances on the development
of multi-valued circuits through the evaluation of the intercon-
nections in binary and quaternary implementations of FPGAs
for a 45nm process technology. Results show that a quaternary
FPGA may be competitive with the binary one due to the
important reductions on the connection sizes and its effects
on the power consumption and circuit performance.

It is important to highlight that this work presents the
first approach to develop competitive quaternary circuits, in
which the application of arithmetic circuits is taken as a
case study. Experiment results have successfully shown that

significant power reduction and performance improvement can
be achieved when a quaternary FPGA is used.

We believe that the quaternary representation applied to the
random logic will allow not only the number and size of the
connections, but most important, the reduction of the fanout
and consequently the load applied to the logic blocks. For
this reason, we are developing logic synthesis and technology
mapping algorithms and tools focused on quaternary represen-
tation.
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