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Abstract

We consider a particular class of structured systems that can be modelled as a set of input/output subsystems that interconnect
to each other, in the sense that outputs of some subsystems are inputs of other subsystems. Sometimes, it is important to
preserve this structure in the reduced order system. Instead of reducing the entire system as a black box, it makes sense to reduce
each subsystem (or a few of them) by taking into account its interconnection with the other subsystems in order to approximate
the entire system. The purpose of this paper is to present both Krylov-based and Gramian-based model reduction techniques
that preserve the structure of the interconnections. With our approach, several structured model reduction techniques existing
in the literature appear as special cases of our approach, permitting to unify and generalize the theory to some extent.
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1 Introduction

Specialized model reduction techniques have been de-
veloped for various types of structured problems such
as weighted model reduction, controller reduction and
second order model reduction. Interconnected systems,
also called aggregated systems, have been studied in the
eighties [5] in the model reduction framework, but they
have not been studied since that time, up to our knowl-
edge. This is in contrast with controller and weighted
SVD-based model reduction techniques that have been
widely studied in the literature [16,1,4]. Controller re-
duction Krylov techniques have also been considered re-
cently in [10]. It turns out that these structured systems
and many others can be modelled as particular cases of
more general interconnected systems defined below (the
behavioral approach [13] for interconnected systems is
not considered here).

In this paper, we define an interconnected system as a
large scale linear system G(s) composed of an intercon-
nection of k sub-systems Ti(s). Each subsystem is as-
sumed to be a linear MIMO transfer function. Subsys-
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tem Tj(s) has αj inputs denoted by the vector aj and βj

outputs denoted by the vector bj :

bi(s) = Ti(s)ai(s). (1)

Define α :=
∑k

i=1 αi and β :=
∑k

j=1 βj . The inputs
of each subsystem are either outputs of other subsys-
tems or external input that do not depend on the other
subsystems. The transfer functions Tj(s) are complex
rational matrix function with real coefficients: Tj(s) ∈
Rβj×αj (s).

Figure 1 gives an example of an interconnected system
G(s) composed of three subsystems. The problem of in-
terconnected systems model reduction proposed here con-
sists in reducing the subsystems Ti(s) in order to approx-
imate the global mapping from u(s) to y(s) and not the
internal mappings from ai(s) to bi(s). First, some words

Fig. 1. Example of interconnected system
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about the notation. The matrix In denotes the identity
matrix of size n and the matrix 0p,q the p × q zero ma-
trix. Let M1, . . .Mk be a set of matrices, then the ma-
trix diag{M1, . . . , Mk} is defined as the block diagonal
matrix 



M1

. . .

Mk


 .

One can write the transfer function of an interconnected
system using the “interconnection matrix” of the sub-
systems:

ai(s) = ui(s) +
k∑

j=1

Ki,jbj(s). (2)

Sometimes it is preferable to define the external input
ui(s) as a linear function of a global external input u(s).
This is written as ui(s) = Hiu(s), where Hi ∈ Rαi×m.
The output of G(s), denoted by y(s) is a linear function
of the outputs of the subsystems:

y(s) :=
k∑

i=1

Fibi(s),

with Fi ∈ Rp×βi . Define the vector a(s) ∈ Rα(s) :=[
a1(s)T . . . ak(s)T

]T

, the vector b(s) ∈ Rβ(s) :=
[

b1(s)T . . . bk(s)T
]T

, the β × α transfer function
T (s) := diag{T1(s), . . . , Tk(s)}, the α × m real ma-

trix H :=
[

HT
1 . . . HT

k

]T

, the p × β real matrix

F =
[

F1 . . . Fk

]
and finally the connectivity matrix

K as follows

K :=




K1,1 . . . K1,k

...
. . .

...

Kk,1 . . . Kk,k


 . (3)

We assume that the Mc Millan degree of Ti(s) is ni and
that (Ai, Bi, Ci, Di) is a minimal state space realization
of Ti(s). Define n :=

∑k
i=1 ni, then T (s) = C(sIn −

A)−1B + D with

C := diag{C1, . . . , Ck} , A := diag{A1, . . . , Ak},
B := diag{B1, . . . , Bk} , D := diag{D1, . . . , Dk}. (4)

The preceding equations can be rewritten as follows :

a(s) = Hu(s) + Kb(s), b(s) = T (s)a(s),
y(s) = Fb(s), (5)

from which it easily follows that

y(s) = F (I − T (s)K)−1T (s)Hu(s). (6)

In others words, G(s) = F (I − T (s)K)−1T (s)H
and a state space realization of G(s) is given by
(AG, BG, CG, DG) (see for instance [23], pg 66), where

CG := F (I −DK)−1C , AG := A + BK(I −DK)−1C,

BG := B(I −KD)−1H , DG := FD(I −KD)−1H. (7)

If all the transfer functions are strictly proper, i.e. D = 0,
the state space realization (7) of G(s) is much simpler :

CG = FC, AG = A + BKC, BG = BH, DG = 0.

Let us finally remark that if all systems are in parallel,
i.e. K = 0, then G(s) = FT (s)H.

This paper is organized as follows. After some prelimi-
nary results, a Balanced Truncation framework for inter-
connected systems is derived in Section 2. Krylov model
reduction techniques for interconnected systems are pre-
sented in Section 3. In Section 4, several connections
with existing model reduction techniques for structured
systems are given. Concluding remarks are made in Sec-
tion 5.

2 Interconnected Systems Balanced Truncation

The well-known Balanced Truncation algorithm is first
recalled in Subsection 2.1, with an emphasis on the en-
ergetic interpretation of the gramians. In Subsection
2.2, auxiliary lemmas related to classical quadratic op-
timization problems are given. This permits to general-
ize the Balanced Truncation algorithm to the Intercon-
nected System Balanced Truncation algorithm in Sub-
section 2.3.

2.1 Model Reduction by Balanced Truncation

We consider a general transfer function T (s) := C(sIn−
A)−1B which corresponds to the linear system

S
{

ẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t)
(8)

If the matrix A is Hurwitz, the controllability and ob-
servability gramians, denoted respectively by P and Q
are the unique solutions of the following equations

AP + PAT + BBT = 0 , AT Q + QA + CT C = 0.

If we apply an input u(.) ∈ L2[−∞, 0] to the system (8)
for t < 0, the position of the state at time t = 0 (by
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assuming the zero initial condition x(−∞) = 0) is equal
to

x(0) =
∫ 0

−∞
e−AtBu(t)dt := Cou(t).

By assuming that a zero input is applied to the system
for t > 0, then for all t ≥ 0, the output y(.) ∈ L2[0, +∞]
of the system (8) is equal to

y(t) = CeAtx(0) := Obx(0).

The so-called controllability operator Co : L2[−∞, 0] 7→
Rn (mapping past inputs u(.) to the present state) and
observability operator Ob : Rn 7→ L2[0, +∞] (mapping
the present state to future outputs y(.)) have dual oper-
ators, respectively C∗o and O∗b .

A physical interpretation of the gramians is the follow-
ing. The controllability matrix arises from the following
optimization problem. Let

J(v(t), a, b) :=
∫ b

a

v(t)T v(t)dt

be the energy of the vector function v(t) in the interval
[a, b]. Then [8]

min
C0u(t)=x0

J(u(t),−∞, 0) = xT
0 P−1x0, (9)

and, symmetrically, we have the dual property

min
O∗

b
y(t)=x0

J(y(t),−∞, 0) = xT
0 Q−1x0. (10)

Two essential algebraic properties of gramians P
and Q are as follows. First, under a coordinate
transformation x(t) = Sx̄(t), the new gramians P̄
and Q̄ corresponding to the state-space realization
(Ā, B̄, C̄) = (S−1AS, S−1B, CS) undergo the following
(so-called contragradient) transformation :

P̄ = S−1PS−T Q̄ = STQS. (11)

This implies that there exists a state-space realization
(Abal, Bbal, Cbal) of T (s) such that the corresponding
gramians are equal and diagonal P̄ = Q̄ = Σ [23]. Sec-
ondly, because these gramians appear in the solutions of
the optimization problems (9) and (10), they tell some-
thing about the energy that goes through the system,
and more specifically, about the distribution of this en-
ergy among the state variables. The idea of the Balanced
Truncation model reduction framework is to perform a
state space transformation that gives equal and diagonal
gramians and to keep only the most controllable and ob-
servable states. If the original transfer function is stable,
the reduced order transfer function is guaranteed to be
stable and an a priori global error bound between both
systems is available.

If the standard balanced truncation technique is applied
to the state space realization (C, A, B) (4) of an intercon-
nected system, the structure of the subsystems is lost in
the resulting reduced order transfer function. We show
in Subsection 2.3 how to preserve the structure in the
balancing process.

2.2 Structured Optimization Problems

Let us develop some basic lemmas that will be used in
the sequel.

Lemma 1 Let xi ∈ Rni and Mi,j ∈ Rni×nj for 1 ≤ i ≤
k. Define

x :=




x1

...

xk


 , M :=




M1,1 . . . M1,k

...
. . .

...

Mk,1 . . . Mk,k


 .

Assume that the matrix M is positive definite. Let us
consider the product

J(x,M) := xT M−1x.

Then, for any fixed xi ∈ Rni×ni ,

min
xj ,j 6=i

J(x,M) = xT
i M−1

i,i xi.

PROOF. Without loss of generality, let us assume that

i = 1. For ease of notation, define y :=
[

xT
2 . . . xT

k

]T

and

[
N1,1 N1,2

NT
1,2 N2,2

]
:= M−1 with N1,1 ∈ Rn1×n1 . We

obtain the following expression

J(x, M) = xT
1 N1,1x1 + 2xT

1 N1,2y + yT N2,2y. (12)

Because M is positive definite, M−1 is also positive defi-
nite. This implies that N1,1 and N2,2 are positive definite.
J(x,M) is a quadratic form and the Hessian of J(x,M)
with respect to y is equal to N2,2. This implies that the
minimum is obtained by annihilating the gradient :

∂J(x,M)
∂y

= 2NT
1,2x1 + 2N2,2y.

The minimum is obtained for y∗ = −N−1
2,2NT

1,2x1, which
yields the optimal value

min
y

J(x,M)

= xT
1 N1,1x1 − xT

1 N1,2N
−1
2,2NT

1,2x1 = xT
1 M−1

1,1x1,
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where the last equality was obtained by using the Schur
complement.

Another optimization result is often used in the context
of weighted model reduction. Instead of finding the min-
imum of J with respect to the other variables, one might
be interested in finding the value of J by putting the
other states equal to zero. This gives rise to the following
result :

Lemma 2 Let xi ∈ Rni and Mi,j ∈ Rni×nj for 1 ≤ i ≤
2. Define

x :=

[
x1

x2

]
, M :=

[
M1,1 M1,2

M2,1 M2,2

]
.

Assume that the matrix M is positive definite and con-
sider the product

J(x,M) := xT M−1x.

Then, for any fixed xi ∈ Rni×ni ,

J(x,M)xj=0,j 6=i = xT
i

(
Mi,i −Mi,jM

−1
j,j Mj,i

)−1
xi.

PROOF. The proof consists in rewriting the inverse of
M by using the well known Schur Complement Formula
(see for instance [23, section 2.3]).

The generalization to k different states is obvious.

2.3 The ISBT Algorithm

Let us consider the controllability and observability
gramians of G(s) :

AGPG + PGAT
G + BGBT

G = 0,

AT
GQG + QGAG + CT

GCG = 0, (13)

and let us decompose

PG =




P1,1 . . . P1,k

...
. . .

...

Pk,1 . . . Pk,k


 , QG =




Q1,1 . . . Q1,k

...
. . .

...

Qk,1 . . . Qk,k


 ,

where Pi,j ∈ Rni×nj . If we perform a state space trans-
formation Φi to the state x̄i(t) = Φixi(t) of each inter-
connected transfer function Ti(s), we actually perform
a state space transformation

Φ := diag{Φ1, . . . , Φk}

to the realization (Ā, B̄, C̄, D̄) = (ΦAΦ−1, ΦB, CΦ−1, D)
of T (s). This, in turn, implies that (ĀG, B̄G, C̄G, D̄G) =
(ΦAGΦ−1, ΦBG, CGΦ−1, DG) and

(P̄G, Q̄G) = (ΦPGΦT , Φ−T QGΦ−1),

i.e. they undergo a contragradient transformation. This
implies that (P̄i,i, Q̄i,i) = (ΦiPi,iΦT

i , Φ−T
i Qi,iΦ−1

i ),
which is a contra-gradient transformation that only de-
pends on the state space transformation on xi, i.e. on
the state space associated to Ti(s).

Let us recall that the minimal past energy necessary
to reach xi(0) = xi for each 1 ≤ i ≤ k with the pair
(AG, BG) is given by the expression

[
xT

1 . . . xT
k

]
P−1

G




x1

...

xk


 .

The following result is a consequence of Lemma 1.

Lemma 3 With the preceding notation, the minimal
past input energy

J :=
∫ 0

−∞
u(t)T u(t)dt

needed to apply to the interconnected transfer function
G(s) in order that for subsystem i at time t = 0, xi(0) =
x∗i over all initial input condition xj(0), j 6= i, is given by

x∗i P
−1
i,i xi.

Moreover, the minimal input needed in order that for
subsystem i at time t = 0, xi(0) = x∗i and that for all the
other subsystems, xj(0) = 0, j 6= i, is given by

x∗i (P
−1
G )i,ixi,

where (P−1
G )i,i is the i, i block of the inverse of PG, and

this block is equal to the inverse of the Schur Complement
of Pi,i.

Finally,
0 < P−1

i,i ≤ (P−1
G )i,i. (14)

PROOF. The two first results are direct consequences
of Lemma 1. Let us prove (14). For any nonzero vector
x∗i , the minimum energy necessary for subsystem i at
time t = 0 to reach xi(0) = x∗i over all initial input
condition xj(0), j 6= i, cannot be larger than by imposing
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xj(0) = 0, j 6= i. This implies that for any nonzero vector
x,

xT
(
(P−1

G )i,i − P−1
i,i

)
x ≥ 0.

Similar energy interpretations hold for the diagonal
blocks of the observability matrix QG and of its inverse.

From Lemma 3, it makes sense to truncate the part of
the state xi of each subsystem Ti(s) corresponding to
the smallest eigenvalues of the product Pi,iQi,i. We can
thus perform a block diagonal transformation in order
to make the gramians Pi,i and Qi,i both equal and di-
agonal :Pi,i = Qi,i = Σi. Then, we can truncate each
subsystem Ti(s) by deleting the states corresponding to
the smallest eigenvalues of Σi.

To resume, the Interconnected Systems Balanced Trun-
cation (ISBT) algorithm proceeds as follows.

Algorithm 1 Let (AG, BG, CG, DG) ∼ G(s), where
G(s) is an interconnection of k subsystems

(Ai, Bi, Ci, Di) ∼ Ti(s),

of order ni. In order to construct a reduced order system
Ĝ(s) while preserving the interconnections, perform as
follows.

(1) Compute the gramians PG and QG satisfying (13).
(2) For each subsystem Ti(s), perform the contragradi-

ent transformation Φi in order to make the grami-
ans Pi,i and Qi,i equal and diagonal.

(3) For each subsystem (Ai, Bi, Ci, Di), keep only the
state corresponding to the largest eigenvalues of
Pi,i = Qi,i = Σi, giving the reduced subsystems
T̂i(s).

(4) Define

Ĝ(s) = F (I − T̂ (s)K)−1T̂ (s)H,

with T̂ (s) := diag{T̂i(s)}.

Remark 4 A variant of Algorithm 1 consists in per-
forming a balance and truncate procedure for each sub-
system Ti(s) with respect to the Schur complements of
Pi,i and Qi,i instead of Pi,i and Qi,i. From Lemma 3,
this corresponds to sorting the state-space of each sys-
tem (Ai, Bi, Ci) with respect to the optimization problem
minu ‖ u(t) ‖2 such that xi(0) = x0 and xj = 0 for j 6= i.
Mixed strategies are also possible (see for instance [20]
in the Controller Order Reduction framework).

It should be mentioned that a related “balanced trun-
cation” approach for second order systems can be found
in [12,2]).

2.4 On the stability of the reduced order system

A main criticism concerning the ISBT algorithm is that
the reduced order system is not guaranteed to be sta-
ble. If all the subsystems Ti(s) are stable, it is possible
to impose all the subsystems T̂i(s) to remain stable by
following the same technique as in [21]:

Let us consider the (1, 1) block of PG and QG, i.e. P1,1

and Q1,1. These gramians are positive definite because
PG and QG are assumed to be positive definite (G(s) is
assumed here stable and (AG, BG, CG, DG) a minimal
realization). From (13), these sub-gramians satisfy the
Lyapunov equation

A1P1,1 +P1,1A1 +X = 0, AT
1 Q1,1 +Q1,1A1 +Y = 0

where the symmetric matrices X and Y are not neces-
sary positive definite. If one modifies X and Y to positive
semi-definite matrices B̄B̄T and C̄T C̄, one is guaran-
teed to obtain a stable reduced system T̂1(s). The main
criticism about this technique is that the energetic in-
terpretation of the gramians is lost.

3 Krylov techniques for interconnected systems

Krylov subspaces appear naturally in interpolation-
based model reduction techniques. Let us recall that
for any matrix M , Im(X) is the space spanned by the
columns of M .

Definition 5 Let A ∈ Rn×n and B ∈ Rn×m. The
Krylov matrix Kk(A,B) ∈ Rn×km is defined as follows

Kk(A,B) :=
[

B AB . . . Ak−1B
]
.

The subspace spanned by the columns of Kk(A,B) is de-
noted by Kk(A,B).

Krylov techniques have already been considered in the
literature for particular cases of structured systems. See
for instance [17] in the controller reduction framework,
or [18] in the second-order model reduction framework.
This last case has been revisited recently in [6] and [19].
But, to our knowledge, it is the first time they are studied
in the general framework of Interconnected Systems.

The problem is the following. If one projects the state-
space realizations (Ai, Bi, Ci) of the interconnected
transfer functions Ti(s) with projecting matrices Zi, Vi

containing Krylov subspaces, giving rise to reduced-
order transfer functions T̂i(s) that satisfy interpolation
conditions with respect to Ti(s), what are the resulting
relations between Ĝ(s) and G(s)?

5



If one imposes the same interpolation conditions for ev-
ery pair of subsystems Ti(s) and T̂i(s), then the same in-
terpolation conditions hold between the block diagonal
transfer functions T (s) and T̂ (s) as well. Let us investi-
gate what this implies for G(s) and Ĝ(s). Let us assume
that

(Â, B̂, Ĉ) = (ZT AV, ZT B, CV )
such that ZT V = I and

Kk

(
(λI −A)−1, (λI −A)−1B

) ⊆ Im(V ).

In such a case, it is well known that [3,9] T̂ (s) := Ĉ(sI−
Â)−1B̂ interpolates T (s) at s = λ up to the k first deriva-
tives. Concerning G(s), the matrices F, K, D and H are
unchanged, from which it easily follows that

Ĝ(s) = CGV (sI − ZT AGV )−1ZT BG + DG.

It can easily be proven recursively that

Kk

(
A + BK(I −DK)−1C,B(I −KD)−1H

)

⊆Kk (A, B) ,

but it turns out that the preceding result holds for arbi-
trary points in the complex plane, as shown in the fol-
lowing lemma.

Lemma 6 Let λ ∈ C be a point that is neither an eigen-
value of A nor an eigenvalue of AG (defined in (7)). Then

Kk

(
(λI −AG)−1, (λI −AG)−1BG

)

⊆Kk

(
(λI −A)−1, (λI −A)−1B

)
, (15)

Kk

(
(λI −AG)−T , (λI −AG)−T CT

G

)

⊆Kk

(
(λI −A)−T , (λI −A)−T CT

)
. (16)

PROOF. Only (15) will be proven. An analog proof
can be given for (16). First, let us prove that the column
space of (λI−AG)−1BG is included in the column space
of (λI −A)−1B. In order to simplify the notation, let us
define the following matrices

M := (λI −A)−1B,

X := K(I −DK)−1C,

G := (I −KD)−1H.

From the preceding definitions and the identity (I −
MX)−1M = M(I −XM)−1, it follows that

(λI −AG)−1BG = (λI −A−BX)−1
BG

= (I −MX)−1MG = M (I −XM)−1
G.

This clearly implies that the column space of (λI −
AG)−1BG is included in the column space of (λI −
A)−1B. Let us assume that

Kk−1

(
(λI −AG)−1, (λI −AG)−1BG

)

⊆Kk−1

(
(λI −A)−1, (λI −A)−1B

)
,

and prove that this implies that

Kk

(
(λI −AG)−1, (λI −AG)−1BG

)

⊆Kk

(
(λI −A)−1, (λI −A)−1B

)
. (17)

Because the column space of (λI −AG)−k+1BG belongs
to Kk−1

(
(λI −A)−1, (λI −A)−1B

)
, there exists a ma-

trix Y such that

(λI −AG)−k+1BG

= Kk−1

(
(λI −A)−1, (λI −A)−1B

)
Y.

One obtains then that

(λI −AG)−kBG

= (λI −AG)−1(λI −AG)−k+1BG

=
∞∑

i=0

(MX)i (λI −A)−1Kk−1

(
(λI −A)−1,M

)
Y.

Note that

Im
(
(λI −A)−1Kk−1

(
(λI −A)−1,M

))

⊆Kk

(
(λI −A)−1,M

)
.

Moreover, for any natural number i > 0, it is clear that

Im
(
(MX)i

) ∈ Im(M).

This proves that (17) is satisfied.

Thanks to the preceding lemma, there are at least two
ways to project the subsystems Ti(s) in order to satisfy
a set of interpolation conditions using Krylov subspaces
as follows.

Lemma 7 Let λ ∈ C be neither a pole of T (s) nor a pole
of G(s). Define

V ∈ Cn×r :=
[

V T
1 . . . V T

k

]T

,

such that Vi ∈ Cni×r. Assume that either

Kk

(
(λI −AG)−1, (λI −AG)−1BG

) ⊆ Im(V ). (18)

or

Kk

(
(λI −A)−1, (λI −A)−1B

) ⊆ Im(V ). (19)

6



Construct left projecting matrices Zi ∈ Cni×r such that
ZT

i Vi = Ir. Project each subsystem as follows :

(Âi, B̂i, Ĉi) := (ZT
i AiVi, Z

T
i Bi, CiVi).

Then, Ĝ(s) interpolates G(s) at λ up to the first k deriva-
tives.

PROOF. As a consequence of Lemma 6, first note
that (19) implies (18). Let us assume that (18) is satis-
fied. The preceding operation corresponds to projecting
(AG, BG, CG) with

Z :=




Z1

. . .

Zk


 , V :=




V1

. . .

Vk


 .

This implies that ZTV = I and Im(V ) ⊆ Im(V), which
concludes the proof.

In some contexts, such as controller reduction or in the
presence of weighting functions, one does not construct
a reduced order transfer function Ĝ(s) by projecting the
state spaces of all the subsystems (Ai, Bi, Ci) but one
only project some of one subsystem. Let us consider this
last possibility.

Corollary 8 Define

V ∈ Cn×r :=
[

V T
1 . . . V T

k

]T

,

such that Vi ∈ Cni×r. Assume that either

Kk

(
(λI −A)−1, (λI −A)−1B

) ⊆ Im(V ),

or

Kk

(
(λI −AG)−1, (λI −AG)−1BG

) ⊆ Im(V ).

Construct a reduced order transfer function Ĝ(s) by only
projecting one subsystem, say (Ai, Bi, Ci), as follows.
Let Zi ∈ Cni×r such that ZT

i Vi = Ir. Project subsystem
(Ai, Bi, Ci) as follows :

(Âi, B̂i, Ĉi) := (ZT
i AiVi, Z

T
i Bi, CiVi), (20)

and keep all the other subsystems unchanged. Then, Ĝ(s)
interpolates G(s) at λ up to the first k derivatives.

PROOF. Again, note that (19) implies (18). Let us
assume that (18) is satisfied. The operation (20) corre-
sponds to projecting (AG, BG, CG) with

Z :=




I∑ni−1
j=1

nj

Zi

I∑k

j=i+1
nj


 ,

V :=




I∑ni−1
j=1

nj

Vi

I∑k

j=i+1
nj


 .

This implies that ZTV = I and Im(V ) ⊆ Im(V), which
concludes the proof.

Remark 9 Krylov techniques have recently been gener-
alized for MIMO systems with the tangential interpola-
tion framework [7]. It is also possible to project the sub-
systems Ti(s) in such a way that the reduced intercon-
nected transfer function Ĝ(s) satisfies a set of tangential
interpolation conditions with respect to the original inter-
connected transfer function G(s), but special care must
be taken. Indeed, Lemma 6 is generically not true any-
more for generalized Krylov subspaces corresponding to
tangential interpolation conditions. In other words, the
column space of the matrix

Kk

(
(λI −AG)−1BG, (λI −AG)−1, Y

)
:=

[
(λI −AG)−1BG . . . (λI −AG)−kBG

]



y0 . . . yk−1

. . .
...

y0




is in general not contained in the column space of the
matrix

Kk

(
(λI −A)−1B, (λI −A)−1, Y

)
:=

[
(λI −A)−1B . . . (λI −A)−kB

]



y0 . . . yk−1

. . .
...

y0


 .

In such a case, interchanging matrices (AG, BG, CG) by
(A,B, C), as done in Lemma 7 and Corollary 8 is not
always permitted. Nevertheless, Lemma 7 and Corol-
lary 8 can be extended to the tangential interpolation
framework by projecting the state space realizations
(Ai, Bi, Ci) with generalized Krylov subspaces of the
form Kk

(
(λI −AG)−1BG, (λI −AG)−1, Y

)
and not of

the form Kk

(
(λI −A)−1B, (λI −A)−1, Y

)
.

7



4 Examples of Structured Model Reduction
Problems

As we will see in this section, many structured sys-
tems can be modelled as interconnected systems. Three
well known structured systems are presented, namely
weighted systems, second-order systems and controlled
systems. For each of these specific cases one recovers
well-known formulas. It turns out that several existing
model reduction techniques for structured systems are
particular cases of our ISBT algorithm.

The preceding list is by no means exhaustive. For in-
stance, because linear fractional transforms correspond
to making a constant feedback to a part of the state,
this can also be described by an interconnected system.
Periodic systems are also a typical example of intercon-
nected system that is not considered below.

Weighted Model Reduction

As a first example, let us consider the following weighted
transfer function :

y(s) = Wout(s)T (s)Win(s)u(s) := G(s)u(s).

Let (Ao, Bo, Co, Do), (A,B, C, D) and (Ai, Bi, Ci, Di) be
the state space realizations of respectively Wout(s), T (s)
and Win(s), of respective order no, n and ni. A state
space realization (AG, BG, CG, DG) of G(s) is given by


 AG BG

CG DG


 :=




Ao BoC BoDCi BoDDi

0 A BCi BDi

0 0 Ai Bi

C0 DoC DoDCi DoDDi




. (21)

The transfer function G(s) corresponds to the intercon-
nected system S with

S :





b1(s) = Wo(s)a1(s), b2(s) = T (s)a2(s),

b3(s) = Wi(s)a3(s), y(s) = b1(s),

a1(s) = b2(s), a2(s) = b3(s), a3 = u(s)

,

and

H =




0

0

I


 , K =




0 I 0

0 0 I

0 0 0


 , F =

[
I 0 0

]
.

A frequency weighted balanced reduction method was
first introduced by Enns [4,23]. Its strategy is the follow-
ing. Note that Enns assumes that D = 0 (otherwise D

can be added to T̂ (s)).

Algorithm 2 1. Compute the gramians PG and QG sat-
isfying (13) with (AG, BG, CG, DG) defined in (21).

2. Perform a state space transformation on (A,B, C) in
order to obtain P = Q = Σ diagonal, where P and Q
are the diagonal blocs of PG and QG corresponding to the
T (s):

P =
[

0n,no
In 0n,ni

]
PG




0no,n

In

0ni,n


 ,

Q =
[

0n,no In 0n,ni

]
QG




0no,n

In

0ni,n


 .

3. Truncate (A,B, C) by keeping only the part of the state
space corresponding to the largest eigenvalues of Σ.

It is clear the algorithm of Enns is exactly the same as the
ISBT Algorithm applied to weighted systems. As for the
ISBT Algorithm 1, there is generally no known a priori
error bound for the approximation error and the reduced
order model is not guaranteed to be stable either.

There exists other weighted model reduction techniques.
See for instance [21] where an elegant error bound is
derived.

A generalization of weighted systems are cascaded sys-
tems. If we assume that the interconnected systems are
such that the output of Ti(s) is the input of Ti+1(s), we
obtain a structure similar than for the weighted case.
For instance, the matrix K has the form

K =




0

Iβ1

. . .

. . . . . .

Iβk−1 0




.

Second-Order systems

Second order systems arise naturally in many areas of
engineering (see, for example, [14,15,22]) with the fol-
lowing form :

{
Mq̈(t) + Dq̇(t) + Sq(t) = F in u(t),

y(t) = F out q(t).
(22)

We assume that u(t) ∈ Rm, y(t) ∈ Rp, q(t) ∈ Rn,
F in ∈ Rn×m, F out ∈ Rp×n, and M,D, S ∈ Rn×n with

8



M invertible. For mechanical systems the matrices M ,
D and S represent, respectively, the mass (or inertia),
damping and stiffness matrices, u(t) corresponds to the
vector of external forces, F in is the input distribution
matrix, y(·) is the output measurement vector, F out is
the output measurement matrix, and q(t) to the vector
of internal generalized coordinates.

Second-Order systems 22 can be seen as an intercon-
nection of two subsystems as follows. For simplicity, the
mass matrix M is assumed equal to the identity matrix.

Define T1(s) and T2(s) corresponding to the following
system :

{
ẋ1(t) = −Dx1(t)− Sy2(t) + Finu(t)

y1(t) = x1(t)
,

{
ẋ2(t) = 0x2(t) + y1(t)

y2(t) = x2(t)
. (23)

From this, y1(s) := T1(s)a1(s) = (sIn +D)−1a1(s) with
a1(s) := u1(t) − Sy2(s) (with the convention u1(t) =
Finu(t)) and y2(s) = Fouts

−1a2(s) := T2(s)a2 with
a2(s) = y1(s). Matrices F, H,K are given by

F :=
[

0 Fout

]
, H :=

[
Fin

0

]
, K :=

[
0 −S

I 0

]
.

From the preceding definitions, one obtains

C =

[
I 0

0 I

]
, A =

[
−D 0

0 0

]
, B =

[
I 0

0 I

]
,

CG =
[

0 Fout

]
, AG =

[
−D −K

I 0

]
, BG =

[
Fin

0

]
.

The matrices (AG, BG, CG) are clearly a state space real-
ization of Fout(s2In+Ds+S)−1Fin. It turns out that the
Second-Order Balanced Truncation technique proposed
in [2] is exactly the same as the Interconnected Balanced
Truncation technique applied to T1(s) and T2(s). In gen-
eral, systems of order k can be rewritten as an intercon-
nection of k subsystems by generalizing the preceding
ideas.

Controller Order Reduction

The Controller Reduction problem introduced by An-
derson and Liu [1] is the following. Most high-order lin-
ear plants T (s) are controlled with a high order linear
system K(s). In order to model such structured systems
by satisfying the computational constraints, it is some-
times needed to approximate either the plant, or the

Fig. 2. Controller Order Reduction

- -
6u(·) y(·)

T (·)

K(·)

- -
6u(·) ŷ(·)

T̂ (·)

K(·)

controller, or both systems by reduced order systems,
denoted respectively by T̂ (s) and K̂(s).

The objective of Controller Order Reduction is to find
T̂ (s) and/or K̂(s) that minimize the structured error

‖G(s)− Ĝ(s)‖, with

G(s) := (I − T (s)K(s))−1T (s),
Ĝ(s) := (I − T̂ (s)K̂(s))−1T̂ (s).

Balanced Truncation model reduction techniques have
also been developed for this problem. Again, most of
these techniques are very similar to the ISBT Algorithm.
See for instance [20] for recent results. Depending on the
choice of the pair of gramians, it is possible to develop
balancing strategies that ensure the stability of the re-
duced system, under certain assumptions [11].

5 Concluding Remarks

In this paper, general structure preserving model reduc-
tion techniques have been developed for interconnected
systems, and this for both SVD-based and Krylov-based
techniques. Of particular interest, the ISBT Algorithm
is a generic tool for performing structured preserving
balanced truncation. The advantage of studying model
reduction techniques for general interconnected systems
is twofold. Firstly, this permits to unify several model re-
duction techniques developed for weighted systems, con-
trolled systems and second order systems in the same
framework. Secondly, our approach permits to extend
existing model reduction techniques for a large class of
structured systems, namely those that can fit our defi-
nition of interconnected systems.
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